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Project Poster

» Poster Presentation: Best Project Prize!
— Dec 6th 1:30-3:30pm
— Goodwin Hall Atrium

— Print poster (or bunch of slides)
* Fedex, Library, ECE support, CS support
— Format:

« Portrait, 2 feet (width) x 36 inches (height)
« See https:/ffilebox.ece.vt.edu/~f16ece5424/project.ntml

« Submit poster as PDF by Dec 61" 1:30pm

— Makes up the final portion of your project grade
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How to Style a Scientific Poster

« Layout content consistently
— top to bottom, left to right in columns is common
— usually numbered headings



: Purpose

To study iron protein
biochemistry from the

perspecttve of the iron
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Inorganic Biochemistry of Iron Protei

Jared J. Heymann, Claire J. Parker Siburt, Katherine D. Weaver,

and Alvin L. Crumbliss

Duke University — Department of Chemistry — Durham, NC

The Iron Paradox

Iron is toxic and can
produce reactive oxygen
species & must be

controlied

Iron Abundance In Humans
4555 mg/kg In humans
70% in Red Blood Cells (Hemoglobin)
0.1% in Transferria

Turmover of transferrin Iron Is <30 mg / 24 hours with B0% of
this Fe being transported 1o the bone marrow for hemogiobin
synthesis

Bacteria can also target Tf as a source of iron

TRANSFERRIN  FERRIC BINDING PROTEIN HEMOGLOBIN

A mechanistic study of the
iron release by receptor-bound
transferrin using spectroelectrochemistry
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How to Style a Scientific Poster

 Be cautious with colors
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How to Style a Scientific Poster

» Less text, more pictures. Bullets are your friend!

AR an e




How to Style a Scientific Poster

* Avoid giant tables
* Don’t use more than 2 fonts
« Make sure everything is readable

« Make sure each figure has an easy to find take-away

message (write it nearby, maybe in an associated
box)



How to Style a Scientific Poster

SCHOOL / DEPARTMENT / UNIT NAME HERE

Title of the Research Study

Presenter name, Associates and Collaborators

INTRODUCTION

This editablo template 1S in the most common
poster slze {(48” x 367) and ocnientation (hernzontaly,
check with the conference organgers for spectfic
confaranco roquiroments rogarding exact postor
dimensions.

Writing Style:

The wiriting style for sclentic posters should
match the guidelines for the university. Use the
Edrorial Style Guide at http:/igo.osu.edu/Virg for
genemal guidance with academk ttles, nomes of
campus bulldings, tho correct way to refor to the
campus, etc.

Copyright and Intellectual

Property Guidelines

In todtay's world, Just about everything is
copyrighted, whether it casrles the copyright
symbel © or not. Moreover, under today's law,
materials are protectad by copyright &s soon

as they are completad. Copyright applies broadly
10 all creative pleces whether wiitien on paper,
sculptad In stone, found In cyberspace or created
on videotape. Please visit http:/g du/Vrh
for more information.

AIM

Hows to use this template

Highbght this text and replace it with naw text
from a Microsoft Word document or other text-
edring program, The text sze for body copy
and headings and the typaface has baen sct
for you. The 1ext boxes and phote boxes may
be restzed, eliminatad, or added as necessary.
The references to the department, colkege and
university, including the logo, should remain.

Head 3, to label the table below

METHODS

Text

Ba sure 10 spell check all text and have trustad
colleagues proofread the poster. In general
authors should:

+ Usa the actve tense
« Simpify text by using bulkt points
« Usa colored araphs and charts

+ Use bold to provide emphasis; avold caprals
and underining

« Avold long numarical tables

Authors should re-write their paper so that it

is suitable for the brevity of the poster format.
Respect your auchence. As a general rule, less s
more. Use a generous amount of white space 1o
separate elements and avold data overkill, Refer
%0 Web shes or other sources to provide a more
In-depth understanding of the rescarch,

RESULTS

images

Images must be 72 to 10 dpl in thelr final see

or use a rule of thumd of 2 to 4 megabytes of
uncompressed tif file per square foot of image.
For Instance, a 2x5 photo that will ba 6x10 In size
on tha final poster should bo scanned at 200 dpl.

We prefer that you import tf or Jpg Images into
PowerPoint. Ganarlly, If you doublo click on an
image to open it in Micresoft Photo Editor, and
ittells you tha imags IS too large, then s too
large for PowarPoint 1o handle too. We find that
Images 1200x1600 pixels or smalier work very
well, Very large images may show on your scroen
but PowerPoint cannot prnt them.

Head 3, to label the table below

Preview

To see your in paster in actual size, go 1o view-
zoom-100%. Posters to be printed at 200% need
10 bo viewod at 200%,

Printing and Laminating

CommTech Printing Secvices can print and
laminate your research poster. To place your
order, contact us by phone at 330-202-3508
or send an e-mall to warren 119d osu.edu, Flan
ahead: allow at least seven business days for
Printing Services to complate the order. Other
dimensions are wvallable; the charg

foot. Contact Printing Services for §
Information.

CONCLUSIONS

We have created this template with scientific
researchers In mind. We encourage any
comments or sugaestions so that we can
continue 1o update and improve this template.
E-mail brown.3384&0su.edu with suckiestions.

BIBLIOGRAPHY

ACKNOWLEDGEMENTS
Sheck to make wsre y0u Ve ncinowlsdged pariner and findng

AgEnCias, SRITET Witk bexct or weth thesr oo




s
How to Present a Scientific Poster

« Typical poster session at a conference:
— You stand by your poster and people stop to check it out

* You will need:

— 30 second summary
» gives the visitor an overview and gauges interest
« if they are not really interested, they will leave after this bit

— 3-5 minutes full walkthrough

« if someone stuck around past your 30 second summary or asked some
follow up questions, walk them through your poster in more detail.

- DON'TREADIT TO THEM!
— A bottle of water is typically useful.

10



Again

» Poster Presentation: Best Project Prize!
— Dec 6th 1:30-3:30pm
— Goodwin Hall Atrium

— Print poster (or bunch of slides)
* Fedex, Library, ECE support, CS support

— Format:
« Portrait, 2 feet (width) x 36 inches (height)

« Submit poster as PDF by Dec 6™ 1:30pm

— Makes up the final portion of your project grade

 If you are worried about your project, talk to me soon.

11
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Homework & Grading

« HW3 & HW4 should be graded this week

 Will release solutions this week as well

12



s
Final Exam

« Dec 14t in class (DURH 261); 2:05 - 4:05 pm

e Content:

— Almost completely about material since the midterm

« SVM, Neural Networks, Descision Trees, Ensemble Techniques, K-
means, EM (today), Factor Analysis (Thrusday)

— True/False (explain your choice like last time)

— Multiple Choice

— Some ‘Prove this’

— Some ‘What would happen with algorithm A on this dataset”

13



One last thing

« SPOT surveys

14



Recap of Last Time

(C) Dhruv Batra 15
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K-means

1. Ask user how many
clusters they'd like.
(e.g. k=5)

(C) Dhruv Batra
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= Auton’s Graphics [ _J
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K-means

1. Ask user how many
clusters they’'d like.
(e.qg. k=5)

2. Randomly guess k
cluster Center
locations

3. Each datapoint finds

out which Center it's
closest to. (Thus

each Center “owns”

a set of datapoints)

(C) Dhruv Batra
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— Auton’s Graphics

K-means [

1. Ask user how many e

clusters they’'d like.
(e.qg. k=5)

2. Randomly guess k | ©¢
cluster Center
locations

3. Each datapoint finds | o.4
out which Center it’s
closest to.

4. Each Center finds
the centroid of the
points it owns
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— Auton’s Graphics

K-means [

1. Ask user how many | oz +
clusters they’'d like.
(e.g. k=5)

2. Randomly guessk | ;. 1
cluster Center
locations

3. Each datapoint finds
out which Center it’s
closest to.

4. Each Center finds
the centroid of the | -2
points it owns...

P
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R
K-means

 Randomly initialize k centers

_ o= O . 0

« Assign:

— Assign each pointi {1,...n} to nearest center:

— C(i) «— argmin ||x; — Hj||2
J

 Recenter:
— ;becomes centroid of its points

(C) Dhruv Batra Slide Credit: Carlos Guestrin 22



.
K-means as Co-ordinate Descent

« Optimize objective function:

min  min F(u,a)= min  min ZZCLMHXZ- — p)?
a

Hi,..-, Hi Ai,..., anN Hi,..., HE Ai,..., N “

 Fix , optimize a (or C)

(C) Dhruv Batra Slide Credit: Carlos Guestrin 23



.
K-means as Co-ordinate Descent

« Optimize objective function:

min  min F(u,a)= min  min ZZCLMHXZ- — p)?
a

Hi,..-, Hi Ai,..., anN Hi,..., HE Ai,..., N “

* Fix a (or C), optimize

(C) Dhruv Batra Slide Credit: Carlos Guestrin 24



Object » Bag of ‘words’

Fei-Fei Li



- ______________________________________________________
Clustered Image Patches
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-
(One) bad case for k-means

« Clusters may overlap

« Some clusters may be
“‘wider” than others

° e GMM to the rescue!

(C) Dhruv Batra Slide Credit: Carlos Guestrin 27
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GMM

(C) Dhruv Batra Figure Credit: Kevin Murphy 29



K-means vs GMM

« K-Means

— http://home.deib.polimi.it/matteucc/Clustering/tutorial html/A
ppletKM.html

« GMM

— http://www.socr.ucla.edu/applets.dir/mixtureem.html

(C) Dhruv Batra 30



e
Hidden Data Causes Problems #1

* Fully Observed (Log) Likelihood factorizes

« Marginal (Log) Likelihood doesn'’t factorize

« All parameters coupled!

(C) Dhruv Batra 31



Hidden Data Causes Problems #2

« |dentifiability

35

(C) Dhruv Batra
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e
Hidden Data Causes Problems #3

 Likelihood has singularities if one Gaussian
“collapses”

(C) Dhruv Batra 33



- __ ______________
Special case: spherical Gaussians

and hard assignments

« If P(X|Z=k) is spherical, with same for all classes:

. 1 2
P(x;1z=j)x exp[— = Hxi - “JH ]

 If each x; belongs to one class C(i) (hard
assignment), marginal likelihood:

Nk | N 1 ,
Hglp(xiv)’:])‘xl:l[exl)l_ = Hxl _MC(i)H ]

i=l j

« M(M)LE same as K-means!!!

(C) Dhruv Batra Slide Credit: Carlos Guestrin 34



-
The K-means GMM assumption

* There are k components
« Component / has an associated
mean vector
u, L s

o U1

‘Ll 3

(C) Dhruv Batra Slide Credit: Carlos Guestrin 35



The K-means GMM assumption

* There are k components

« Component / has an associated
mean vector u,

* Each component generates data \
from a Gaussian with mean m;and
covariance matrix o“I

Each data point is generated
according to the following recipe:

(C) Dhruv Batra Slide Credit: Carlos Guestrin 36



The K-means GMM assumption

* There are k components

« Component / has an associated
mean vector u,

* Each component generates data
from a Gaussian with mean m;and
covariance matrix o“I

Each data point is generated
according to the following recipe:

1. Pick a component at random:
Choose component i with
probability P(y=i)

(C) Dhruv Batra Slide Credit: Carlos Guestrin 37



The K-means GMM assumption

* There are kK components

« Component / has an associated
mean vector u,

* Each component generates data
from a Gaussian with mean m;and
covariance matrix o°I

Each data point is generated
according to the following recipe:

1. Pick a component at random:
Choose component i with
probability P(y=i)

2. Datapoint ~N(u, o°I)

(C) Dhruv Batra Slide Credit: Carlos Guestrin 38



The General GMM assumption

* There are k components

« Component / has an associated
mean vector u,

* Each component generates data
from a Gaussian with mean m;and
covariance matrix X

Each data point is generated
according to the following recipe:

1. Pick a component at random:
Choose component i with
probability P(y=i)

2. Datapoint ~ N(u, ;)

(C) Dhruv Batra Slide Credit: Carlos Guestrin 39



K-means vs GMM

« K-Means

— http://home.deib.polimi.it/matteucc/Clustering/tutorial html/A
ppletKM.html

« GMM

— http://www.socr.ucla.edu/applets.dir/mixtureem.html

(C) Dhruv Batra 40



EM

« Expectation Maximization [Dempster 77]
« Often looks like “soft” K-means

« Extremely general

« Extremely useful algorithm
— Essentially THE goto algorithm for unsupervised learning

« Plan
— EM for learning GMM parameters
— EM for general unsupervised learning problems

(C) Dhruv Batra 41



EM for Learning GMMs

« Simple Update Rules
— E-Step: estimate P(z, =j | x)
— M-Step: maximize full likelihood weighted by posterior

(C) Dhruv Batra 42



(C) Dhruv Batra Slide Credit: Carlos Guestrin 43



After 1st iteration

(C) Dhruv Batra Slide Credit: Carlos Guestrin 44



After 2nd iteration

(C) Dhruv Batra Slide Credit: Carlos Guestrin 45



After 3rd iteration
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(C) Dhruv Batra Slide Credit: Carlos Guestrin 46



After 4th iteration

(C) Dhruv Batra Slide Credit: Carlos Guestrin 47



After 5th iteration

(C) Dhruv Batra Slide Credit: Carlos Guestrin 48



After oth iteration

o QR

o=0.315

(C) Dhruv Batra Slide Credit: Carlos Guestrin 49



After 20th iteration

(C) Dhruv Batra Slide Credit: Carlos Guestrin 50



