
Visualizing ConvNets

Presenters: 

Part 1 - Abhijit Sarkar

Part 2 – Tamoghna Roy



Slide credit: Vondrick et al. 



Slide credit: Vondrick et al. 



ImageNet Challenge 2012

• Krizhevsky et al. -- 16.4% error (top-5)

• Next best (non-convnet) – 26.2% error
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Part 1



Topics

• Visualization of conv net

– What are they learning over layers

– How learning changes with epochs

– Feature invariance

– Occlusion experiment

– Part based model

• New architecture and Imagenet competition

– Change in model size, layers

• Model generalization



Slide credit: Mathew Zeiler



Objective for Single Layer

min z:

Simplify Notation::

= Input,       = Feature maps,          = Filters

Filters      are parameters of model (shared across all images)

Feature maps      are latent variables  (specific to an image)
Slide credit: Mathew Zeiler
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Layer 1 Filters
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Layer 1: Top-9 Patches
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Layer 2: Top-9 Patches
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Layer 2: Top-9 Patches

• Patches from validation images that give maximal activation of a given feature map 
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Layer 3: Top-9 Patches
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Layer 3: Top-9 PatchesLayer 3: Top-9 Patches
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Layer 4: Top-9 Patches
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Layer 4: Top-9 Patches
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Layer 5: Top-9 Patches
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Layer 5: Top-9 Patches

Slide credit: Mathew Zeiler



Evolution of Features During Training
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Evolution of Features During Training
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Feature invarience

Layer 1 Layer 7 Prob of true label
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Occlusion Experiment

• If the model is truly 
identifying the location 
of the object in the 
image, or just using the 
surrounding context

• Mask parts of input 
with occluding square

• Monitor output
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Input image

Total activation in most 
active 5th layer feature map

Other activations from 
same feature map
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Input image

p(True class) Most probable class
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Input image

p(True class) Most probable class
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Visualizing Convnets

M. Zeiler and R. Fergus, Visualizing and Understanding Convolutional Networks, 

arXiv preprint, 2013
Slide credit: Mathew Zeiler, Rob Fergus 



ImageNet Classification 2013 Results

• http://www.image-net.org/challenges/LSVRC/2013/results.php

• Demo: http://www.clarifai.com/

0.1

0.11

0.12

0.13

0.14

0.15

0.16

0.17

Te
st

 e
rr

o
r 

(t
o

p
-5

)

Slide credit: Mathew Zeiler



Slide credit: Mathew Zeiler, Rob Fergus 



Slide credit: Mathew Zeiler, Rob Fergus 



Do the results 

Slide credit: Mathew Zeiler
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Results

Caltech 101

Caltech 256



Results

Pascal VOC

([A]= (Sande et al., 2012) and [B] = (Yan et al., 2012))
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