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Abstract

The rising trend in large scale integration and design
complexity has greatly increased the need for efficient de-
sign error diagnosis. We present techniques for fast and
efficient error diagnosis of digital circuits by eliminat-
ing to a large extent the set of false candidates identified
by the diagnosis. The elimination of false candidate re-
gions is conducted via distinguishing X’s, flipping of val-
ues at the output of candidate regions, and combination
of these techniques. Our algorithms help to improve both
the speed and resolution of error diagnosis. Erperimen-
tal results on combinational benchmark circuits showed
that up to 92% improvement in diagnostic resolution and
74 % speedup over the original region-based diagnosis can
be achieved with our approaches.

1 Introduction

Error diagnosis occurs early in the design flow before the
actual chip is fabricated. It is invoked once a verification
tool has identified that the the design implementation
does not conform to the specification. This is due to
errors introduced during the design process. The com-
plexity of present day designs makes it cumbersome for
the designer to locate these errors manually. Thus, ef-
ficient automatic error diagnosis tools can be extremely
helpful to the designer in providing feedback about po-
tential error sites in the circuit. Only these sites need
be targeted for correction of the implementation.
Veneris et al. [1,2] presented an efficient approach for
Design Error Detection and Correction(DEDC) based
on test vector simulation and Boolean function manipu-
lation. The error location and correction algorithm pro-
vides a list of all possible actual and equivalent single
modification locations along with their respective cor-
rections. Abadir et al. [3] presented a single design er-
ror model for the DEDC problem, a subset of which is
used in most cases of DEDC [4] and [5]. Pomeranz and
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Reddy [6, 7], proposed test vector simulation methods
for the DEDC problem. However, their method did not
always guarantee a solution and was demonstrated only
on small circuits. Tomita et al. [8,9] proposed the use
of IPLDEs (input pattern for locating design errors) for
both single and multiple errors. Ayman Wahba and Do-
minique Borrione [10] presented an efficient technique to
localize connection errors in combinational circuits. To
do so, they generated special test patterns that could
rapidly locate the error. Some of the earlier work car-
ried out in error diagnosis presented in [11-13] dealt only
with gate errors. Other techniques such as [6,9] dealt
with gate connection errors too, but were limited in that
they were not precise in locating the error and used a
fairly large number of test patterns to locate the error.
Huang et al. [14] presented techniques for diagnosis for
both sequential and combinational circuits by extensive
enumeration and simulation. In some error model based
approaches such as [15,16], after the diagnosis is com-
pleted, the error is matched with an error type in the
model and the implementation is rectified accordingly.

A general model for both fault and error diagnosis
was proposed by Boppana et al. [17] and has been used
to effectively diagnose single errors in combinational cir-
cuits. The model was then extended to locate multiple
errors and used the concept of locality (Region-based er-
ror model) [18,19]. This work was furthered by D’Souza
et al. [20] to tackle diagnosis of sequential circuits.

In this work, we present three algorithms to perform
enhanced error diagnosis by eliminating as many false
candidates as possible from an initial list of candidate
error regions obtained from the original region-based
model. Experiments are conducted on ISCAS85 com-
binational benchmark circuits and the results indicate
that up to 92% improvement in diagnostic resolution
and 74% speedup over the original region-based diagno-
sis can be achieved with our approaches.

The rest of this paper is organized as follows. Section
2 gives an overview of the region-based model and ter-
minologies. Section 3 explains the proposed algorithms
for eliminating false candidates. Section 4 discusses ex-
perimental results, and Section 5 concludes the paper.
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Figure 1: Region-Based Diagnosis: Region A - candidate region; Region B - not a candidate region.

2 Preliminaries

The region-based model was introduced by Bopanna et
al. in [18]. Typically a region consists of a node or a gate
in the circuit and its surrounding gates. The “radius”
of a region specifies the actual size of the region. A
region of radius 0 consists of just one single node in the
circuit. A region of radius 1 consists of a “center” node,
its immediate predecessors and successors. Thus, there
will be as many regions as the number of nodes in the
circuit (i.e., each node can be the center node for exactly
one region of a given radius); however, the regions will be
overlapping with each other when their radii are greater
than 0. These regions form the basis to model, inject,
simulate and locate errors.

Simulation is used during diagnosis. During this pro-
cess, all the output nodes of a region are first set to un-
known value X to cover any arbitrary error that may
occur in the region. If no X propagates to a primary
output for a given vector V', we can conclude that any
error within this region is not detectable for this vec-
tor because there does not exist any sensitizable path
from the outputs of this region to a primary output.
Otherwise, we can assume that the region is a possible
candidate that might have caused the erroneous behav-
ior. This is illustrated in Figure 1. The specification
(top-left) gives the expected response for input vector
010 and the implementation (top-right) gives the ac-
tual response (erroneous in this example). If an input
vector distinguishes the response of the implementation
and the specification, it is an erroneous vector. In this
case, 010 is an erroneous vector. The output(s) that
exhibit differing values between the specification and
implementation are called erroneous outputs. Because
both primary outputs are in error, both outputs are er-
roneous outputs. During diagnosis (using region-based
model), it is observed that for region A, the X values
on its fanouts propagate to every erroneous output for
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the particular erroneous vector. Thus, it is a candidate
region. In case the Xs propagate to only some of the
erroneous outputs, the error may not be fully contained
within the region. For region B, no X propagated to any
erroneous output for this vector, indicating that no sen-
sitizable paths exist to propagate the Xs to any output.
If the error is restricted to within the size of one region,
we can safely discard region B from the candidate list.

3 Design Error Diagnosis

We propose three techniques to perform efficient error
diagnosis. The basis of our techniques is the attempt to
differentiate between true and false candidate regions.
To achieve this, we vary the manner in which each region
is excited. These changes in the region-based model give
us highly improved error diagnosis.

3.1 Method 1: Flip Fanout Bits

In this method, we try to magnify those factors that
can distinguish between the actual region in error and
those that are not in error. The initial list of candidates
is first obtained using the original region-based model
for all erroneous vectors. We aim at eliminating false
candidates from this list by trying to correct the actual
region in error while at the same time making the false
candidates (error-free regions) erroneous. These effects
can be observed at the primary outputs of the circuit
and can help us to distinguish between true and false
candidate regions. Unlike in the original model, we ob-
serve all the primary outputs of the circuit and not only
the erroneous ones.

Every candidate obtained by the region-based model
is examined for every erroneous vector. For each re-
gion, all except one fanouts of the region are forced to
an ‘X’ value. The one that is not forced to an ‘X’ value
is flipped to its opposite value. Then, an event-driven
simulation is performed from this region onward. This



process is repeated for every fanout of the region. By
flipping one fanout to its opposite value and keeping all
others as Xs, we are trying to correct the error effect at
the fanouts of the underlying region. For false candi-
dates (regions not containing any error), with error-free
inputs, flipping of a bit makes at least one fanout erro-
neous. Because this injected error may be propagated
to any output (not only to the erroneous outputs), we
consider all primary outputs during this stage of diag-
nosis.

If a particular region causes all the primary outputs
of the circuit to have either the correct circuit values or
don’t care values, for at least one fanout-flip case, then
the region is still considered a candidate region. This is
because flipping of one fanout’s value causes the error
to disappear altogether, making this region a possible
candidate containing the error that affected the flipped
signal. On the other hand, if in all fanout-flip cases, at
least one erroneous output remains or additional errors
are observed, then this region is no longer a candidate
region and can be discarded from the list of candidates.
This is because if the region did not contain any error
and its inputs are error-free, then all of its fanouts will
have error-free values.

Flip-Fanout-Bits Method: Flip each of the region’s
fanouts in turn, while all others are set to X, simulate
and observe the primary output values. If the error ef-
fects for each flipped fanout can be observed at the pri-
mary outputs, then the region is definitely a false can-
didate region.

Theorem 1:

A candidate region identified by the original region-
based model is no longer a candidate region, if it is nul-
lified by The Flip Fanout Bits technique.

Proof:

If a particular region a contains the actual error,
then it will affect one or more of its region fanouts for
every erroneous vector. For a given erroneous vector, by
flipping every fanout of the region in turn while keeping
all others ‘Xs’, we are trying to correct at least one of
the fanouts which have been affected by the error in the
region. If an erroneous fanout of the region is flipped to
its opposite value, it has become correct. Consequently,
with an erroneous fanout flipped and all other fanouts
set to Xs, there should not be any erroneous value prop-
agated to any primary output for this vector; all the
primary outputs of the circuit should have either cor-
rect or don’t care (X) values. Thus, the true candidate
region will not be excluded by this method. On the
other hand, if at least one error propagates to a primary
output for every flip at the region fanouts, then we can

680

Correct Response : 10 01

IMPLEMENTATION

Erroneous Response :

Pls POs
oL X X X
0—» X 10 X X
X X 70 X —=X0X1
1— = X X X o1
—=0X X 0
00—
IMPLEMENTATION
0— = o1 X X % 0 0
0O—»
X X 01

Figure 2: Flip Fanout Bits Example.

conclude that the error is definitely not contained within
this region. ¢

In doing so, for the true candidate region «, flipping
at least one of its fanouts, with all other Xs, all the
primary outputs of the circuit should have either error-
free values or X values. In contrast, for a false candidate
region g, if flipping each of its fanouts in turn causes an
erroneous value at at least one primary output, then
we can conclude that 3 is a false candidate and can be
discarded from the candidate list.

Figure 2 shows how the fanouts of a region are set.
The original specification-implementation model for vec-
tor 010 is the same as that in Figure 1. Let us assume
that after the initial region-based diagnosis is performed,
regions A and B are both considered candidate regions.
Now we apply our Flip-Fanout-Bits technique where we
force all except one fanout to ‘Xs’ and then flip the other
fanout to assume its opposite value. For region A, we
see that by flipping the first, third and fourth fanout,
the output which was erroneous became either a correct
value or an X value. Hence region A is still considered a
candidate region. Since the circuit needs to be correct in
only one of the cases, we need not proceed with flipping
subsequent fanouts after having flipped the first fanout
to save execution time. For region B, we see that at
least one of the erroneous primary outputs remains er-
roneous for every fanout being flipped. Therefore region
B is no longer considered a potential error site and can
be dropped from the list of candidates. The algorithm
for this technique is shown in Figure 3.

3.2 Method 2: Distinguishing Xs

In this method, we do not alter the manner in which
the region is excited; instead, we alter the type of X



begin
Error List = Candidate List of Region-based model
for each erroneous vector V
for each region R in Error List
for each fanout F
Flip F //set fanout F to it’s opposite value
Set other fanouts to X
Simulate(V,R)
for each primary output PO
if (PO # X and PO # correctvalue)
flag = flag + 1
break
endif
endfor
endfor
if(flag = = No. of Fanouts of R)
Error List = Error List - R
endif
endfor
endfor
Final Candidate List = Error List
end

Figure 3: Flip Fanout Bits Algorithm.

that is used. In this technique, every X value injected
is unique; no X injected at the output of a region is
the same as any other X. Also we establish relationships
between some of the Xs. For instance, although an X
and its complement are different from each other, they
are also related - they may nullify each other when com-
bined. The concept of differentiating unknowns was first
introduced by Carter et al. in [21]. This was done in or-
der to prevent the loss of information during simulation
with these unknowns. Instead of having a set of named
unknowns together with the 3 values 0, 1 and X, we ap-
ply the concept to differentiate every X in the circuit
from another. These Xs are termed as “Distinguishing
Xs”. Each X is represented as an X with an associated
id. The illustrations in Figure 4 show the difference
between simple Xs and distinguishing Xs. The Xs with
even ids are even-polarity Xs. If an X is complemented,
it is either incremented or decremented, depending on
the id. Thus, two Xs with ids of an even-number k and
k+1 may nullify each other through an And or Or gate.
For instance, X[0] AND X[1] yields a logic 0; similarly,
X[2] OR X][3] produces a logic 1.

We know that most non-fanout-free circuits contain
fanout-reconvergence. Thus, by using distinguishing Xs,
we may be able to eliminate some Xs at reconvergence
points, thus preventing them from propagating all the
way to the erroneous outputs. This is depicted in a sam-
ple circuit fragment shown in Figure 5. When using
simple Xs, region A was considered a candidate error
region by the original region-based model because the
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Figure 4: Differentiating Simple and Distinguishing Xs.

X’s propagate to the primary output. However, with
the Distinguising-X approach Region A gets eliminated
since the Distinguishing Xs are masked and do not prop-
agate to the erroneous output.

We use this concept of Distinguishing Xs in our diag-
nosis algorithm. In this method, all regions of the circuit
are considered to be in the initial list. Every region is
taken in turn and its fanouts are set to Distinguishing
X values. If the Xs are able to propagate to every erro-
neous output for every respective erroneous vector, then
the region is a candidate region, otherwise it is not. In
Figure 6, region A has 4 fanouts. They are set to X val-
ues with ids of 0, 2, 4 and 6 respectively. It is seen that
the X value propagates to the erroneous outputs. Thus,
region A is a candidate. On the other hand, for region

Region A - Original Region-based Candidate
X [ X
.. X X
‘| T

—

Region A - No longer a Candidate

X0 X[

>
al =

—

Figure 5: False Region Identified Using Dist. Xs.
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Figure 6: Distinguishing X Example.

B, the distinguishing X value gets masked along the way
and does not propagate to the erroneous outputs. It is
no longer a candidate region.

Distinguishing-X Method: Assign each of the re-
gion’s fanouts a distinguishing X, simulate and observe
the primary output values. If the distinguishing Xs do
not propagate to every erroneous output for every re-
spective erroneous vector, then the region is not a can-
didate region.

Theorem 2:

A candidate region in the circuit identified by the
original region-based model is no longer a true candidate
if it is eliminated by the Distinguishing X technique.

Proof:

A region that contains the actual error (true candi-
date) will affect one or more of its region fanouts, and its
error effect(s) are able to be propagated to the respective
erroneous outputs for every erroneous vector. Hence,
there exists sensitizable paths for each error-effect, start-
ing at the fanouts of the region to the erroneous primary
outputs for each erroneous vector. Along these paths,
no reconvergence can nullify the propagation of error
effects, if the region is indeed a true candidate region.
Thus, if distinguishing X’s prevent propagation of an X
to an erroneous output, we can conclude that the region
is a false candidate. o

Non-distinguishing Xs (in original region-based
model) are never masked at a reconvergent point along
the way, forcing them to be propagatable to the erro-
neous outputs. Distinguishing Xs, in contrast, may force
the unknown values to be masked along the way, mark-
ing the region a false candidate. The algorithm for the
Distinguishing X model is shown in Figure 7. In this
algorithm, we do not require the initial candidate list
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begin
Error List = All Regions in the circuit
for each erroneous vector V
for each region R in Error List
for each fanout F
Set to Distinguishing X value //X value with unique id.
endfor
Distinguishing X-Simulate(V,R)
for each erroneous primary output EPO
if (EPO # DistinguishingX )
Error List = Error List -R
break
endif
endfor
endfor
endfor
Final Candidate List = Error List
end

Figure 7: Distinguishing X Algorithm.

from the region-based model. Since we do not have to
wait to first obtain the list from the region-based model,
the execution times can potentially be faster with this
technique than the original region-based model, which
is shown later in the experimental results.

3.3 Method 3: Combined Approach

Methods 1 and 2 each has its merit. Therefore, in this
method, we try to combine the effectiveness of the pre-
vious two to achieve even better performance. Simply
cascading the two techniques does not prove beneficial
and hence we try a different technique. We maintain
the concept of the Flip Fanout Bits model, wherein ev-
ery fanout of a region is flipped in turn, but instead of
keeping the other fanouts as Xs we make them Distin-
guishing Xs. Thus, some of the candidate error regions
that could not be eliminated by either technique alone,
can now be eliminated by this model.

In this method, we again start with the candidate
list obtained from the original region-based model as
the initial list. Every region in the list has its fanouts
flipped in turn with all others kept as Distinguishing Xs.
As explained earlier, for a true candidate region, at least
one case of flip should result in a non-erroneous primary
output. With the other fanouts being Distinguishing
Xs, the primary outputs should be either X or error-
free values. If this condition is not met in any case of
fanout-flip, then it can be asserted that the region is a
false candidate.

Combined Method: Flip each of the region’s fanouts
in turn, while all others are set to Distinguishing-Xs,
simulate and observe the primary output values. If the
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Figure 8: Combined Approach Example.

error effects for each flipped fanout can be observed at
the primary outputs, then the region is definitely a false
candidate region.

Theorem 3:

A candidate region in the circuit identified by the
original region-based model is no longer a true candi-
date if eliminated by the Combined approach.

Proof:

The proof follows from proofs for Theorems 1 and 2.
o

In Figure 8, we see how method 3 proceeds. Region
A has four fanouts. Thus each fanout in turn is flipped
to its opposite value while all others have Distinguishing
X values. In the Distinguishing X model, since each X
is different we start with a unique unrelated id. for each
of them (0, 2 and 4). When applying simple Xs, for the
region-based model or the flip fanout bits model, these
Xs can never mask each other. With distinguishing Xs,
however, this may be achieved which helps in elimina-
tion of some false candidates. Also, in the distinguishing
X model, there was no way of further differentiating be-
tween true and false candidates. This can be achieved by
flipping the fanouts in turn and observing the response
at the primary outputs of the circuit. In this method,
we also observe all primary outputs of the circuit, the
reason for which was explained in section 3.1. Region
A gives no erroneous response for more than one case
of flip for the erroneous input vector and hence is still
a candidate error region. Region B, which was origi-
nally considered a candidate for all previous methods
discussed, now gets eliminated from the candidate list,
because it is not able to propagate the distinguishing X
values to all the erroneous primary outputs or to correct
them, for the current erroneous input vector.
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4 Experimental Results

The effectiveness of all three error diagnosis approaches
is presented in this section. We are able to enhance the
performance of error diagnosis to a great extent. The
experiments are conducted for ISCAS85 combinational
benchmark circuits on a Sun Ultra 10 workstation with
256MB of memory and 440MHz clock. Table 1 shows
the circuit parameters for the benchmark circuits; they
include for each circuit, the total number of input vec-
tors used (Tot.Vec.) and the total number of regions
present in the circuit (Tot.Reg.). These parameters are
common to all the different experiments.

For all experiments, average values for 10 different
random errors injected into each benchmark circuit are
reported. Single errors are definitely within a region of
radius 1. We also experimented with multiple errors,
in which we restrict the multiple errors to be within a
region of radius 1.

Table 1: Circuit Parameters
| Ckt.Name | Tot.Vec. | Tot.Reg. |

c432 54 203
c499 184 275
c880 178 469
c1355 198 619
c1908 280 938
c2670 102 1566
3540 350 1741
c5315 162 2608
c6288 40 2480
c7552 221 3827

4.1 Results for Flip Fanout Bits Model

The results for this technique are shown in Tables 2
and 3 for single and multiple gate substitution errors,
respectively. The columns of the tables indicate for each
circuit, the number of erroneous vectors, the final num-
ber of candidate regions (Cand.), execution time (T(s))
and the Hit rate (Hit), for both the original region-based
model and our model. Hit rate indicates whether the
actual error was included within one of final candidate
regions. Finally, the last column (% Red.) indicates the
percentage reduction in the number of candidates from
the original region-based model using our approach.
For single error diagnosis, we observe that there is
a considerable improvement in the number of candidate
error regions compared to the results obtained using the
original region-based model for all circuits. For some cir-
cuits, the number of candidate regions is almost halved.
For instance, in circuit c499, with 82.4 erroneous vec-
tors, the original region-based model yielded 59.30 can-
didate regions in 0.51 seconds, while the Flip Fanout



Table 2: Diagnosis Using Flip Fanout Bits Model - Single Gate Sub. Error

Ckt. Err. Region-Based Flip % Red.
Name | Vec. Model Fanout

Cand. | T(s) | Hit | Cand. | T(s) | Hit | Cand.
c432 8.80 27.50 0.07 1 25.30 0.10 1 8.0
c499 | 82.40 | 59.30 | 0.51 1 27.30 | 0.95 1 54.0
c880 | 65.50 | 20.50 | 0.28 1 17.60 | 0.42 1 14.0
cl355 | 66.10 | 61.60 | 0.79 1 47.20 | 1.43 1 23.3
c1908 | 133.80 | 85.20 | 2.15 1 46.40 | 3.91 1 45.5
c2670 | 59.30 | 37.90 | 0.85 1 29.80 | 1.75 1 21.3
c3540 | 96.00 | 45.50 | 2.26 1 3790 | 4.95 1 16.7
ch315 | 74.20 | 79.00 | 2.64 1 59.00 | 5.30 1 25.3
c6288 | 35.90 | 703.60 | 18.00 | 1 | 545.60 | 54.00 | 1 22.5
c7552 | 101.90 | 84.60 | 5.23 1 63.40 | 12.30 | 1 25.1

Table 3: Diagnosis Using Flip Fanout Bits Model - Multiple Gate Sub. Error

Ckt. Err. Region-Based Flip % Red.
Name | Vec. . Model Fanout

Cand. | T(s) | Hit | Cand. | T(s) | Hit | Cand.
c432 14.43 22.57 0.06 1 19.29 0.12 1 14.5
c499 | 121.71 | 31.86 0.35 1 17.57 0.95 1 44.8
c880 | 51.86 | 30.14 | 0.22 1 25.00 | 0.59 1 16.1
cl355 | 93.14 | 37.14 | 0.55 1 29.00 | 0.90 1 21.9
c1908 | 89.43 | 22.86 | 0.80 1 15.52 | 1.05 1 32.1
c2670 | 38.86 | 54.43 | 0.79 1 46.85 | 1.25 1 13.9
c3540 | 209.86 | 17.14 | 1.93 1 14.00 | 3.75 1 18.3
¢5315 | 80.43 | 10.00 | 1.40 1 7.70 2.30 1 23.0
c6288 | 24.29 | 485.86 | 11.00 | 1 | 374.14 | 30.75 | 1 23.0
c7552 | 75.43 | 73.43 | 4.53 1 55.43 | 9.56 1 24.5

Bits model obtained 27.30 candidates in 0.95 seconds, a
54% improvement in diagnostic resolution. A significant
reduction of candidate error regions is also observed for
c1908. The execution time increases slightly due to re-
peated flipping of region fanouts, but this increase is
relatively small for most circuits. The Hit rate always
remains 1, indicating that there is never a mis-diagnosis,
i.e. the actual error was always contained in one of the
regions of the final candidate list.

The results for multiple gate substitution errors also
show similar reduction in candidate error regions. For
instance, in circuit ¢499, the original region-based model
reported 31.86 final candidate regions from 121.71 er-
roneous vectors, while our Flip-Fanout-Bits technique
reported only 17.57 candidate regions, an almost 45%
improvement in resolution. Likewise, reduction of can-
didate regions was achieved for other circuits. We see
that our approach is independent of single or multiple
error model, the results validate the effectiveness of this
technique in improving diagnosis of arbitrary errors.
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4.2 Results for Distinguishing X Model

The results for the Distinguishing X technique are shown
in Tables 4 and 5 for single and multiple gate substi-
tution errors, respectively. For single error diagnosis,
significant improvement in diagnosis is observed, where
the number of final candidate regions is greatly reduced.
The execution time is sometimes slightly greater than
the region-based model while in some cases it is less.
Although the algorithm for distinguishing Xs is more
complex than simple non-distinguishing Xs, the execu-
tion time can be reduced because the reduction in the
number of candidates takes place very quickly with the
first few erroneous vectors, so that only these few regions
have to be dealt with for later vectors. For example, in
c1355, we have 66.1 erroneous vectors. These vectors
give a final list of 61.6 candidates in 0.790 seconds for
the original region-based model and 28.8 candidate error
regions in 0.70 seconds for our model. The number of fi-
nal candidate regions is more than halved. In addition,
the execution time is also reduced. The same is true
for ¢3540. In the case of c6288, there is a remarkable
reduction in the number of candidate regions because



Table 4: Diagnosis Using Distinguishing X Model - Single Gate Sub. Error

Ckt. Err. Region-Based Dist. X % Red.
Name | Vec. . Model Model

Cand. | T(s) | Hit | Cand. | T(s) | Hit | Cand.
c432 8.80 27.50 0.07 1 14.00 | 0.07 1 49.1
c499 | 82.40 59.3 0.51 1 40.20 | 050 | 1 32.2
c¢880 | 65.50 | 20.50 | 0.28 1 1750 | 035 | 1 14.6
cl355 | 66.10 | 61.60 | 0.79 1 28.80 | 0.70 | 1 53.2
c1908 | 133.80 | 85.20 | 2.15 1 60.50 | 2.32 | 1 29.0
¢2670 | 59.30 | 37.90 | 0.85 1 33.00 | 1.04 | 1 12.9
c3540 | 96.00 | 45.50 | 2.26 1 2260 | 2.02 | 1 50.3
cb315 | 74.20 79.00 2.64 1 59.10 | 3.12 1 25.2
6288 | 35.90 | 703.60 | 18.00 | 1 85.50 | 4.77 | 1 87.8
c7552 | 101.90 | 84.60 | 5.23 1 60.80 | 543 | 1 28.1

Table 5: Diagnosis Using Distinguishing X Model - Multiple Gate Sub. Error

Ckt. Err. Region-Based Dist. X % Red.
Name | Vec. Model Model

Cand. | T(s) | Hit | Cand. | T(s) | Hit | Cand.
c432 14.43 | 22.57 | 0.06 1 9.86 | 0.07 | 1 56.3
c499 | 121.71 | 31.86 0.35 1 21.29 | 0.48 1 33.1
c880 | 51.86 | 30.14 | 0.22 1 24.71 | 0.4 1 18.0
cl355 | 93.14 | 37.14 | 0.55 1 18.57 | 0.51 1 50.0
c1908 | 89.43 | 22.86 | 0.80 1 1714 | 094 | 1 25.0
2670 | 38.86 | 54.43 | 0.79 1 46.14 | 095 | 1 15.23
c3540 | 209.86 | 17.14 | 1.93 1 9.57 | 188 | 1 44.2
c¢5315 | 80.43 | 10.00 | 1.40 1 743 | 1.70 | 1 25.7
c6288 | 24.29 | 485.86 | 11.00 | 1 54.86 | 3.51 1 88.7
c7552 | 75.43 | 73.43 | 4.53 1 48.00 | 415 | 1 34.6

of a significant presence of reconvergence in c6288. The
original region-based model gives a final list of 703.6 can-
didates after an execution time of 18 seconds, whereas
our model gives a final list of 85.5 candidate regions, just
after 4.77 seconds. This is nearly an 8% improvement
in resolution and a 74% improvement in speed.

For multiple gate substitution errors, we also note
this trend of performance for most circuits. In c6288,
485.86 candidate regions were trimmed down to only
54.86 regions in 3.51 seconds.

4.3 Results for Combined Model

Tables 6 and 7 show the results for the combination
model for single and multiple gate substitution errors,
respectively. Again we can see that in all cases there is
a significant improvement in resolution of diagnosis as
compared to the original region-based approach. Take
circuit c6288 again, a drastic improvement in terms of
number of final candidates was achieved. For single er-
rors the number of candidate regions is reduced from
703.6 regions to only 56.10 regions. In the case of mul-
tiple errors, the region-based model gives 485.86 candi-
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date error regions whereas our technique results in only
38.86 candidate error regions. This is again due to the
high degree of convergence in this circuit. The execution
times are slightly longer compared to the region-based
approach, but the increase is tolerable considering the
highly improved resolution. In all other circuits we also
see that the diagnostic resolution is greatly improved.

4.4 Comparison of Various Techniques

Finally, we present a comparison among all the ap-
proaches that we have carried out in Table 8. This gives
us useful information as to which technique is better ap-
plied depending on requirements. We compared meth-
ods 1, 2 and 3 with each other and also with the original
region-based approach. If speed of diagnosis is the main
criterion, then Method 2 using the Distinguishing Xs
would prove to be the best option. This is the only
technique that does not use the candidate list obtained
from the region-based model to start diagnosis. Thus,
in many cases the execution time is even less than that
of the region-based approach and the number of candi-
dates obtained is few. If the final number of candidates



Table 6: Diagnosis Using Combined Model - Single Gate Sub. Error

Ckt. Err. Region-Based Combined % Red.
Name | Vec. Model Model

Cand. | T(s) | Hit | Cand. [ T(s) | Hit | Cand.
c432 8.80 27.50 0.07 1 14.60 | 0.10 1 46.9
c499 | 82.40 | 59.30 | 0.51 1 | 27.10 | 1.02 1 54.3
c880 | 65.50 | 20.50 | 0.28 1 1770 | 0.54 1 13.7
c1355 | 66.10 | 61.60 | 0.79 1 | 28.50 | 1.36 1 53.7
c1908 | 133.80 | 85.20 | 2.15 1 | 39.70 | 3.91 1 53.4
€2670 | 59.30 | 37.90 | 0.85 1 | 29.60 | 1.86 1 21.9
c3540 | 96.00 | 45.50 | 2.26 1 | 21.20 | 4.44 1 53.4
cb315 | 74.20 | 79.00 | 2.64 1 | 49.80 | 547 1 37.0
c6288 | 35.90 | 703.60 | 18.00 | 1 | 56.10 | 39.50 | 1 92.0
c7552 | 101.90 | 84.60 | 5.23 1 | 51.30 | 11.00 | 1 39.4
Table 7: Diagnosis Using Combined Model - Multiple Gate Sub. Error
Ckt. Err. Region-Based Combined % Red.
Name | Vec. Model Model

Cand. | T(s) | Hit | Cand. [ T(s) | Hit | Cand.
c432 14.43 22.57 | 0.06 1 11.00 | 0.12 1 51.3
c499 | 121.71 | 31.86 0.35 1 17.14 | 1.02 1 46.2
c880 51.86 30.14 | 0.22 1 25.29 | 0.62 1 16.1
cl1355 | 93.14 | 37.14 | 0.55 1 17.86 | 0.88 1 51.9
c1908 | 89.43 | 22.86 | 0.80 1 15.29 | 1.00 1 33.1
€2670 | 38.86 | 54.43 | 0.79 1 | 41.57 | 1.22 1 23.6
¢3540 | 209.86 | 17.14 | 1.93 1 8.00 | 3.00 1 53.2
c5315 | 80.43 10.00 1.40 1 7.40 2.32 1 26.0
c6288 | 24.29 | 485.86 | 11.00 | 1 | 38.86 | 20.00 | 1 92.0
c7552 | 75.43 | 73.43 | 4.53 1 | 41.00 | 7.50 1 44.1

obtained is of primary concern, then the combined ap-
proach (method 3) would prove highly beneficial. This
is because method 3 combines the merits of methods 1
and 2 to achieve superior results. In most cases the num-
ber of candidates obtained is the least for this combined
method. For instance, in circuit c6288, with 24.29 er-
roneous vectors, the original region-based technique re-
sulted in 485.86 candidate regions, the Flip-Fanout-Bits
method reduced that number to 374.14, Distinguishing
X’s technique pruned the candidate regions list down to
54.86, and finally the combined approach reported only
38.86 regions that needed to be considered. In other
words, 447 of the original list of candidates turned out
to be false.

In circuit ¢880, however, we see that the number of
candidates obtained with the combined model is slightly
greater than the other two approaches. This can be un-
derstood by considering a scenario where a particular
region has 2 fanouts. If distinguishing Xs were used and
the Xs were complements of each other then it would get
eliminated due to which the region could be dropped
from the candidate list. However, with the combined
model, with one distinguishing X value at one fanout
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and the other fanout being flipped to a non-controlling
value, the X could propagate to a primary output and
the region would still be considered a potential error
candidate. This situation is rare as indicated from the
results of other circuits. For a fanout-free circuit or a
circuit with a small number of reconvergent fanouts, Dis-
tinguishing Xs may not improve the results, and it would
be more beneficial to use the Flip Fanout Bits technique.

5 Conclusion

We have presented efficient algorithms to improve the
speed, resolution, and accuracy of arbitrary error di-
agnosis in combinational circuits. Our techniques aim
to eliminate false candidate regions via flipping fanout
bits, distinguishing X’s, or a combination of the two.
Each method enhances the diagnosis in different ways,
so as to get the best performance possible. All of our
techniques showed improvement over the original region-
based approach in terms of both resolution and speed.
The combined approach achieved the most significant
improvement for most circuits. In some cases, the num-
ber of candidate regions is more than halved; up to 92%



Table 8: Comparison of Various Techniques - Multiple Gate Sub. Error

Ckt. | Tot. | Err. Tot. Region-Based Flip Distinguishing X Combined
Name | Vec. | Vec. Reg. Model Fanout Model Model Model
Cand. | Time(s) | Cand. | Time(s) | Cand. | Time(s) | Cand. | Time(s)
c432 54 14.43 203 22.57 0.06 19.29 0.12 9.86 0.07 11.00 0.12
c499 184 | 121.71 | 275 31.86 0.35 17.57 0.95 21.29 0.48 17.14 1.02
c880 | 178 | 51.86 | 469 | 30.14 0.22 25.00 0.59 24.71 0.40 25.29 0.62
cl355 | 198 | 93.14 | 619 | 37.14 0.55 29.00 0.90 18.57 0.51 17.86 0.88
c1908 | 280 | 89.43 | 938 | 22.86 0.80 15.52 1.05 17.14 0.94 15.29 1.00
c2670 | 102 | 38.86 | 1566 | 54.43 0.79 46.85 1.25 46.14 0.95 41.57 1.22
¢3540 | 350 | 209.86 | 1741 | 17.14 1.93 14.00 3.75 9.57 1.88 8.00 3.00
cb315 | 162 80.43 | 2608 | 10.00 1.40 7.70 2.30 7.43 1.70 7.40 2.32
c6288 | 40 24.29 | 2480 | 485.86 11.00 374.14 30.75 54.86 3.51 38.86 20.00
c7552 | 221 | 75.43 | 3827 | 73.43 4.53 55.43 9.56 48.00 4.15 41.00 7.50

improvement in diagnostic resolution and 74% speedup
over the original region-based diagnosis were achieved
with our approaches.
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