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ErrorTracer: Design Error Diagnosis
Based on Fault Simulation Techniques

Shi-Yu Huang and Kwang-Ting Chenggnior Member, IEEE

Abstract—This paper addresses the problem of locating error new function
sources in an erroneous combinational or sequential circuit.
We use a fault simulation-based technique to approximate each
internal signal's correcting power. The correcting power of a
particular signal is measured in terms of the signal’scorrectable . | ! > O— L
set namely, the maximum set of erroneous input vectors or inputs inputs
sequences that can be corrected by resynthesizing the signal.
Only the signals that can correct every given erroneous input (@ (b)
vector or sequence are considered as a potential error source. Our
algorithm offers three major advantages over existing methods.
First, unlike symbolic approaches, it is applicable for large
circuits. Second, it delivers more accurate results than other

simulation-based approaches because it is based on a moreyantation and the specification. These binary or three-valued
stringent condition for identifying potential error sources. Third,

it can be generalized to identify multiple errors theoretically. input vectors are calleérroneous vectorsn the sequel. By

Experimental results on diagnosing combinational and sequential Simulating each erroneous vector, the potential error region can
circuits with one and two random errors are presented to show then be trimmed down gradually. The heuristic for eliminating

Fig. 1. Resynthesis of an internal signal. (a) Original implementation and
(b) implementation afterf is resynthesized.

the effectiveness and efficiency of this new approach. those signals thatannotbe error sources vary from one to
Index Terms—Design automation, error correction, fault diag- another [14], [16], [21], [22], [25]-[27], [29].
nosis, simulation. Pomeranz and Reddy proposed a filter [21] for locating

the error sites of an erroneous combinational circuit. The
idea is based on the observation that itannot sensitize a

. . ) discrepancy from a signgl to a primary outputl;, then the
D URING the very large scale integration design procesgyoneous output response bf with respect tov cannot be

funcpona_l mlsmatchgs between a given SpeC'f'C?‘t'q{l)rrected by changing the function ¢f In other words,f is
and the final implementation often occur. Once a functlonﬁbt responsible for the erroneots with respect to vecto if

mismatch is found by the verification tool, the designer fac%s% (dI/df). As will be discussed later, our approach could

'the papntmg task of design error dlagn03|_s—a process trﬂ)% viewed as an enhancement of this method as diagnosing a
identifies or narrows down the error sources in the mplemen;{agﬂ]bmational circuit

tion, so as to assist the subsequent error correction process uehlmanret al. proposed another heuristic [14], referred to

(8], [11], [;8]' [20]._[22]' Due tq the difficulty of diagnosing as back propagatiorhere. Similar to theeritical path tracing

a sequential .C'rc.u't’ mqst previous approaches have focu%gc niques used in fault simulation [4], it traces back from

?hne tzﬁcﬁgnlt::gg'%r;zl :éi?sn?;fnlz;ﬂngr (t:g(rerr:aaalélc;_aessurggch erroneous primary output toward the primary inputs to
9 g g "€ find candidate error locations. This approach is more general

he circui n mpletel rr resynthesizing. ) :
the ¢ cuit ca be co petey_ co_ected by esy_t est: g|nathe sense that it does not rely on an error model that consists
particular signalf as shown in Fig. 1. Such a signdl is

called a single-fix signal hereafter of most frequently occurred error types as defined in [1], (e.g.,

Most approaches to error diagnosis can be classified into to mverter- IS missing). Relatyely speaklr_lg, this approach
sidnore efficient than the one in [21], while less accurate.

categories: 1) simulation-based approaches and 2) symbd
gor ) simulati PP ) sy accuracy of back propagation can be further improved

approaches. The simulation-based approaches first deriv-el—hg

number of input vectors that can differentiate the impIé’yithOUt sacrificing the efficiency through a technique called

observability measureroposed by Venerist al. [27].
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required BDD representations may cause memory explosidhe larger the number of vectors simulated, the higher the
for large circuits. As will be discussed later, our diagnosiaccuracy. Theoretically speaking, if we can afford to simulate
algorithm for combinational circuits is quite similar to theghe complete set of erroneous vectors, then our approach
symbolic approaches in the concept of what signals shousdas accurate as the symbolic methods. The experimental
be regarded as error signals. In some sense, it can be viewesllts show that this method is very effective for single-signal
as an approximation of the symbolic approaches that achiewesrectable circuits. On average, 99% of the signals can be
the same accuracy if given infinite time. filtered out from the original candidate list after simulating
Given an erroneous implementation and a specificatiomly 32 erroneous vectors.
described at a higher level of abstraction, e.g., the registerAnother advantage of this approach over the other
transfer (RT) level, the first step of diagnosis is usuallsimulation-based approaches is that: this approach can be
performing the fast-pass synthesis on the specification generalized for circuits with multiple errors. For diagnosing
derive a gate-level representation of the specification. Aftewultiple errors, we search for a set of signals that jcémtly
that, the gate-to-gate error diagnosis can be conducted. Ifissthe erroneous circuit. Also, a two-stage fault simulation
likely that one-to-one flip-flop (FF) correspondence betwegmocedure is proposed to speed up the multiple error diagnosis
the implementation and the gate-level specification does nwbcess. This two-stage procedure, taking advantage of the
exist and, thus, the combinational diagnosis approaches cartepplogical dominance relation between signals, does not
be applied. A sequential error diagnosis approach is needwudise any loss of accuracy. In this paper, we present the results
for this kind of situations. However, due to the even highef diagnosing one and double errors for every ISCAS’85
difficulty and complexity, only few papers in the literaturecombinational benchmark circuit. The larger circuits in this
have addressed the problem of diagnosing design errorsbgnchmark set can not be handled by the BDD-based symbolic
sequential circuits [9], [23], [30]. The method discussed iapproaches.
[23], modeling the error in the state transition table, only This approach is further generalized for sequential circuits.
targets small controllers. The approach proposed in [9] We first derive the necessary and sufficient condition of
not very general in the sense that it only focuses on smalhether an erroneous input sequence can be corrected by
feedback-free circuits, or finite state machines that have omdanging the function of a particular internal signal or not.
to-one state correspondence with their specifications. Anottf@milar to the combinational cases, we then search for the
approach, extending a combinational backward error tracipgtential error signals based on this condition through a
heuristic [29] to the iterative array model, was proposed imodified sequential fault simulation process. Experimental
[30]. In this approach, a restricted error hypothesis (containitigsults on some of ISCAS’89 benchmark circuits injected with
three types of wrong-gate errors) is used. It has two majone and two errors will also be presented.
limitations. First, it relies on a restricted error hypothesis to The rest of this paper is organized as follows. Section I
reduce the complexity of the diagnosis process, and thgéves the basic assumptions and definitions. Section Il de-
it may fail when the design error is not modeled in theigcribes our combinational diagnosis algorithm for single-
hypothesis. Second, their approach cannot deal with multiglignal correctable circuits. In Section IV, we generalize this
errors. algorithm for multiple errors. In Section V, we generalize this
In this paper, we perform error diagnosis through a fauechnique for sequential circuits. We present the experimental
simulation process taking a number of erroneous vectdgsults in Section VI, and conclude in Section VII.
as the inputs. A set of erroneous vectors are generated in
advance during the functional simulation process [15] or by
verification tools. Our approach is based on a notion called IIl. BASIC DEFINITIONS
correctable setA signal’'s correctable set is defined as the set We assume that the specification and the erroneous im-
of erroneous vectors that can be corrected by resynthesizjgigmentation are given as gate-level circuits. Both share the

the signal. Letv be an erroneous vector arfdbe a signal same set of primary inputs, denoted @8;, z2, ..., z,.}.
in the erroneous implementation. We show that whethé&s The primary outputs of the specification and the implementa-
correctable by resynthesizinfgcan bepreciselydetermined by tion are denoted a&Sy, Sz, ..., Sm}t and{li, Iz, ..., I},

simulating input vector for stuck-at faults atf. Like most respectively.

simulation-based approaches, our algorithm is a monotoneDefinition 1: (.5;, I;) is called theith primary output pair.

filtering process. Initially every signal is considered as a Definition 2: Joint networkis a network obtained by con-

candidate of single-fix signals. We simulate every erroneonscting the primary inputs of the specification and the im-

vector in the given erroneous vector set for the stuck-at faufilementation together as shown in Fig. 2. For the rest of

at each candidate signal. According to the fault simulatichis paper, we also refer to the specification@s and the

results, if a signal is proven unable to correct the erroneoinsplementation a<’s.

vector under simulation, then it is a false candidate. FalseDefinition 3: Erroneous vectas a binary input vector that

candidates are removed immediately from the candidate ltstn differentiate at least one primary output pair.

before simulating the next erroneous vector. Definition 4—Erroneous Outputlf an erroneous vector
Our approach does not incorporate an error model and, thaan differentiate theith primary output pair, therd; is an

is suitable for general types of design errors. The accuraegroneous output; otherwisg, is a correct output with respect

of our approach is related to the input vectors simulateth ». Given an erroneous vectet we can then partition the
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SPeCIﬁcatIOIl a sct of erroneous input vectors i .
X1 S and their expected responses implementation C2
1

s —
® [ ]
x, : C1 : Put every signal of C; in candidate list
e —— ]
Sm ——>F Select next erroneous vector, v l
¥
L [ Select next single-fix candidate, f ]<—
implementation , yes
Thus st d )
ep 1s done
7 1 by fault simulation no
2 : [ Remove ffrom the candidate list [
[ ]
"
Fig. 2. Joint network. 10
yes
.
primary outputs ofC, into two groups with respect to this 1o
) [ Report final set of potential single-fix signals
vector: 1) erroneous output group, EirBO(v) and 2) correct
output group, CorrecPO(v). Fig. 3. Flow for single-signal correctable circuits.

Definition 5—Sensitization SeEor a signal f and a
primary outputl; in C,, the sensitization set, denoted as . . .
. . .._one erroneous primary output will remain erroneous, or one
SEN;(f), is the set of input vectors that can sensitize . . .
. . . originally correct output will become erroneous, regardless of

a discrepancy fromf to I;. Boolean differencedl;/df is what the new function is (Q.E.D.)

the characteristic function of the sensitization S&N,(f). ) .

SEN,(f) represents those input vectors for which sigpial I_Deflnltlon /—Single-Signal Correctabldf the 'mp'em.ef"
! tation C, can be completely corrected by resynthesizing a
determines the value dt.

signal f, then C is single-signal correctable, and the signal
f is called asingle-fix signal.

Proposition 2—Necessary and Sufficient Condition for Sig-
nal-Fix Signal: A signal f is a single-fix forCs if and only

In this section we begin with the introduction of the notion¢ every erroneous vector is correctable By
of correctable vector. This is followed by the necessary and Proof: Here, we make no distinction between a signal
sufficient condition for a single-fix signal from a slightlyand its function. If a signalf is a single-fix signal, then
different point of view than the ones in [18]-[20], and [24]pby definition every erroneous vector is correctable fbyin

Ill. SINGLE ERROR DIAGNOSIS
FOR COMBINATIONAL CIRCUITS

After that, we present our overall algorithm. the following we show thatf is a single-fix signal if every
N erroneous vector is correctable pylL et f*V = f.E' = f'-E,
A. Correctability where E' is the characteristic function of the entire erroneous

Definition 6—Correctable VectorAn erroneous vector is ~ VECtor set. Intuitively,f**™ can be interpreted as a function
correctableby a signalf in C; if there exists a new function thatagreeswith f on all nonerroneous vectors, whilesagrees
for signal f such thatv is not an erroneous vector for theon all erroneous vectors. It can be shown tifiat™ is a fix

resulting new circuit. function at f by Proposition 1 and, thus, we conclude tifat
Proposition 1: Let v be an erroneous vector andbe a IS a single-fix signal if every erroneous vector is correctable
signal in Cs. Thenw is correctable byf if and only if the by f. (QE.D)

following two conditions are satisfied:
« v cansensitize a discrepancy frohto every erroneous B. Algorithm for Single Error Diagnosis
primary output ofCs, i.e., for every primary output; in In this subsection, we describe the general flow for diag-
Error-PO(v), v € SEN(f); nosing a single-signal correctable circuit. In order to handle
* v cannotsensitize a discrepancy frorfi to any correct |arge circuits, we do not attempt to identify the single-fix
primary output ofCs, i.e., for every primary outpuk; in  signals using BDD. Instead, we employ an iterative filtering

CorrectPO(v), v ¢ SEN;(f). process which reduces the number of single-fix candidate
Proof: Let f™°% be a Boolean function that disagreesignals gradually. The overall flow is shown in Fig. 3.
with the original function of f only on the input vecton. This process takes as inputs the erroneous implementation,

Then after replacing signal with the new functionf™", and a set of erroneous vectors and their expected output
a discrepancy is injected at. If the above two conditions responses. At the beginning, we assume every signélsin
are satisfied, then the response of every erroneous outisud single-fix candidate. Then our algorithm starts a two-level
toggles and thus becomes correct (becausgan sensitize loop. The outer loop enumerates every erroneous vector. The
a discrepancy fromf to every one of them). At the sameinner loop iterates through every single-fix candidate signal.
time, every originally correct output remains correct (becaus®r each erroneous vectorand a target single-fix candidate
vector v cannotsensitize a discrepancy frorfi to any one f, we examine ifv is correctable byf by fault simulation (will

of them). On the other hand, it can be shown that if eithée explained later). If signgl cannot correct vectar, then f

of the above two conditions are not satisfied, then at leastnnot be a single-fix signal. Therefore, it is safe to remove
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f from the candidate list. After we have examined every -
— . . . An erroneous vector v
erroneous vector and eliminated false single-fix candidates, ’

a set of potential single-fix signals is derived. | Pick up next single-fix candidate, /

n a fanout-first order)

I Simulate f-5-¢-0 and f-s-a-1 faults J

C. Correctability Check via Fault Simulation

Given an erroneous vecterand a signalf, correctability yes
checkis to decide whethew is correctable byf. It is an l »
operation to verify the following two conditions: 1) if can
sensitize a discrepancy frorh to every erroneous output in
response te and 2) ifv cannotsensitize a discrepancy frogh
to any correct output in responsedoBoth conditions should
be satisfied to assure thatcan correcty. Proposition 3 shows
that this can be checked by simulating vectdior stuck-at-0 Fig. 4. Checking correctability for an erroneous vector.
and stuck-at-1 faults gt. In the following discussion, we use
Cyp=0 to represent the faulty implementation wifhstuck-at-

0 fault. Similarly,C5,;—; represents the faulty implementation
with f-stuck-at-1 fault.

Proposition 3: A signal f can correct an erroneous vector In this section we generalize the approach for dealing with
v if and only if the faulty circuitCyj;—¢ or Cyj;—; has the circuits with multiple errors. In general, the number of errors
same output responses as the specificafipwith respect to introduced in the erroneous implementation is not known
the input vectory. during the diagnosis process. Therefore, we first try to find a

Proof: Itis obvious that ifCy) ;o Or Cs) ;=1 is equivalent potential single-fix signal. If there does not exist such signals,
to C; with respect tov, thenv is correctable. On the otherthen we continue to search for multiple signals that can jointly
hand, if neitherCy;_o nor Cy;_; is equivalent toC; with ~correct the implementation completely. First, we define
respect tov, then it can be shown that at least one of the tweprrectable vector and-correctable circuit. Then we show
criteria of Proposition 1 cannot be satisfied, and thus, thetew to performk-correctability check via fault simulation and
does not exist a new function for signato correctv. (Q.E.D.) then present a two-stage algorithm.

Based on Proposition 3, we can simulate the generated
erroneous the input vector set for the stuck-at faults at edch
candidate signal to gradually prune out the false single-fix Definition 8—&-Correctable Vector:An erroneous vector
candidates. Based on this formulation, any kind of efficient is k-correctable by a set of signals in Cy, ¢ =
fault simulation techniques, e.g., differential fault simulatiod f1. f2, ..., fx}, if there exists a new function for each
[7], can be applied to improve the efficiency. This process caignal f; in o such thatv is not an erroneous vector for the
be further sped up by exploring the topological dominandesulting new circuit.
relation between signals. Let and dombe two signals, and  Definition 9—-Correctable Circuit: If the implementation
dombe a topological dominator of. In other words, every C> can be completely corrected by resynthesizing a sét of
path originated fromf to any primary output passes througtsignals,c = {f1, f2, ..., fx}, thenCs is k-correctable and
signal dom In [17], it has been proven that dom cannot o is called afix set.
correct an erroneous vectoy then f cannot correct it, either.  For a given signal set, an enumeration oves is an
Therefore, once a false single-fix candidate is found, we caasignment that assigns a binary value to each signal in
immediately remove its dominated signals from the candidafer a signal set withk signals, there will be2* different
list as well. Fig. 4 shows the revised routine of simulating orgnumerations, and each enumeration corresponds to a faulty
erroneous vector for correctability check. circuit with multiple stuck-at faults. For example, consider a

First, we sort the candidate list in a fanout-first order, (i.eset of two signalss = {f1, f2}. There will be four different
every signal is after its transitive fanout signals). Given agnumerations, namely,fi = 0, f = 0}, {f1 =0, f; =1},
erroneous vector, we examine each signal according to thig = 1, f» = 0}, {/i = 1, f2 = 1}. Among them,
order. Then differential fault simulation [7] is performed forr = {f1 = 0, f> = 0} defines a faulty circuit with a double-
the stuck-at-0 and stuck-at-1 faults for each target signal, Jaylt (f; stuck-at-0 and stuck-at-0). Proposition 4 shows that
f. The simulation results are compared with prestored outgotorder to decide whether an erroneous vectdrt®rrectable
responses of the specification to decide the correctability. If thg a set of signals, fault simulation needs to be performed
target signalf fails to correcty, then we drop not only but on every one of th&* faulty circuits defined oves.
also every signal dominated byfrom the candidate list. The Proposition 4:Let o be a set of: signals andr; be one of2*
correctability check iterates until every signal remaining in thenumerations defined over, i = [1, ..., 2¥]. An erroneous
candidate list has been checked. In this revised routine, soimput vectorw is k-correctable by if and only if there exists
candidate signals may be dropped without fault simulatien faulty circuit Cy).; that has the same output responses as
because one of their dominators has been proven unablgh® specificationC; with respect tov, where Cy.; denotes
correct the given erroneous vector. the faulty implementation defined by the enumeratign

Remove fand its dominated
signals from candidate list

[

more candidate to check?

no

IV. MULTIPLE ERROR DIAGNOSIS
FOR COMBINATIONAL CIRCUITS

k-Correctability
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Fig. 5. lllustrations for the proof of Proposition 5.

Proof: (=) Assume thats is k-correctable bys. Then, : :
T . . t t 1 . .

by definition, there exists a new Boolean function at each

s!gna}l in ¢ such that the output responses of the resulting — .

circuit are all correct with respect to. Let thesek Boolean L Run random simulation }

to gencrate some erroneous vectors

functions evaluate td{cy, aw, ..., ai} with respect tow, 3

whereq; is a binary value. Leff-s-a« denote signal stuck- i [ Putevery key sigual "3‘“‘“’“ candidare st |
at- fault. Then circuitCy with k stuck-at faults{ f;-s-a«, st stage perform 2-correctability check with J
f2-s-aa2 fk-S—a-O(k} also produces all Co'rrect Output fault simulation every erroneous vector via fault simulation

responses with respecttoThus, we conclude that there exists l

aCy; that has the same output responses as the specification

. denve all dominated signal pairs ‘
C; with respect tow. ! by any of the survivor key pairs

(<) Assume that there ex!s_ts @2|m_that has the same
output responses as the specificaignwith respect toy and
‘ - L .

Ty = {fl = «q, f2 =2, ..., Jk = ak} Supposefinew (1 S faul%:ir::sgfion l eve?yefl?rgx:eilf:g:&g?;ﬁyfggﬁcskig\ﬁgtiou l
¢ < k) is a Boolean function such thgf¢" (v) = «;. Then the é
replacement of each sign#l in o with the new function/™
will result in a new i.mplementation that producgs: gll COITeGiy 6. Two-stage algorithm for diagnosing double errors.
output responses with respect o Thus, by definition, we

con_cluqle thav is & co_rregtabl_e by . (Q'E'D'). he output responses of this new circuit with respect are
Like in the case of finding single-fix signals, the topological,. .
. o . . . till all correct, because the above transformations do not affect
dominance relation is useful in reducing the complexity. T e
S . o ’* "any of the side inputs to the fanout conedf Suppose the
explain this speedup technique, we first introduce a domlnansqgnal response ak in the circuit in Fig. 5(b) isy. Similarly
relation defined between two sets of signals. 2 ’

Definition 10—Set Dominance Relatiohet o, _ Wwecan create the circuit_ shown in Fig. 5(c) from the circuit
. in Fig. 5(b) by the following two steps.
{fl,fg,...,fk} and 02 = {dl,dg, ,dk} If fz IS 1 i i
topologically dominated byl; for 1 < i < k, then oy is ) Remove th_e new funch_on g and reco_nnect signdh.
dominated by, denoted asr; < oo. We refer too; as 2) Resynt_he5|ze signak with a new function that maps
a subordinate set of-. to az, i.e., d3*(v) = az.

Proposition 5: Let o; and o; be two set of signals with Agdain, the output responses of this new circuit with respect to
the same cardinality, and; < o». If o5 cannot correct an v are still all correct. Therefore, we conclude that there exists
erroneous vector, theno; cannot correc either. new functions at/; andd; to fix v. (QED)

Proof: For simplicity without losing generality, we as-
sume that-; ando, both have only two signals; = {f;, o} B. Two-Stage Algorithm for Multiple Errors
andoy = {dy, d2}, whered, dominatesf;, andd, dominates  Based on Proposition 5, we propose a two-stage fault
f2. We will show in the following that if-; can correct, then  simulation algorithm for diagnosing multiple-errors. For the
o2 can correcty as well. Fig. 5(a) shows an implementatiosake of simplicity, we discuss the case bf= 2. That
where signalsf; and f» are replaced by two new functions,is, we assume that the implementatiéh is double-signal
denoted ag7*™ and f3, so that every output response Withorrectable. The overall algorithm is shown in Fig. 6.
respect tav is correct. Suppose the signal responsé;ah the A signal d in C, is referred to as &ey signalif d is not
circuit in Fig. 5(a) isa1, then we can create the circuit ShOWI'Uominated by any other Signa|_ S|m||ar|y, df, and d, are
in Fig. 5(b) from the circuit in Fig. 5(a) by the following two photh key signals inCs, then {d;, d»} is called a key signal
steps. pair. In the first stage, we consider only key signal pairs as

1) Remove the new function gt and reconnect signgl. candidates. For an erroneous vectoand a candidate key

2) Resynthesize signd} with a new function that maps signal pairc = {d;, d»}, we perform simulation on each of the

to oy, i.e., diV(v) = «;. four possible faulty circuit<Cyq, =0, d, =03, C2|{d,=0, ds=1}
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TABLE |
REsuLTs OF DIAGNOSING OPTIMIZED ISCAS’85 BENCHMARK CIRcuITS INJECTED WITH ONE ERROR

circuit | #5ignals | # potential pe?:i::;stic it suspect time (seconds)
RO | Gosigals | omd | 0 | o [ o TR [ o
C432 175 3.4 23 100% 1.94% 4 1 5
C499 410 47 23 100% 1.15% 11 I 12
C880 292 52 2.7 100% 1.78% 6 I 7
C1355 410 51 2.5 100% 1.32% 15 1 16
C1908 357 43 2.4 100% 1.20% 15 2 17
C2670 803 10.6 33 100% 1.32% 38 5 43
C3540 1189 7.3 2.6 100% 0.61% 54 6 60
Cs315 1248 4.7 2.7 100% 0.38% 76 8 84
C6288 2339 2.9 18 100% 0.13% 27 33 60
C7552 2187 18.0 34 100% 0.82% 185 20 205
Average 941 - 6.6 2.7 100% 1.06% 43 8 51

Co(a, =1, d=0}, aNd Cy(4,=1,4,=1}- If any one of these source using heuristics, may become more appropriate to allow
four faulty circuits have the same output response as ttie designer to locate-and-fix one error at a time.
specification with respect to, thenw is two-correctable by.

Otherwise s is a false candidate pair and should be removed

from the candidate list. After the fault simulation process ha¢. EXPERIMENTAL RESULTS OF COMBINATIONAL DIAGNOSIS

iterated through every erroneous vector and candidate pair, Wg§ye have implemented our algorithm in C language in the
obtain a set of survivor key signal pairs that are potential ihyironment of SIS [28]. The program is named ErrorTracer,
be fix pairs. However, these pairs are only a subset of th@ich incorporates a differential fault simulator as described
potential fix pairs. Every subordinate pair of each of them jg [7]. Our experiments for combinational diagnosis are per-
also a possible fix pair. For example, suppose {d:, d2} IS formed on every ISCAS benchmark circuit. For each circuit,
a potential fix pair after the first stage. Ligf} and{g1, g2} be  we first optimize it by the optimization scripscript.rugged,
the sets of signals dominated by andd;, respectively. Then to optain the implementation. Then we decompose it into
{(d1, 1), (du, g2), (f,91), (f, 92), (f, d2)} are possible fix AND/OR gates using SIS commaneeth_decomp -a 5 -0 5.”
pairs, too. However, they are not examined in the first stageyr generating erroneous implementation, gate type errors are
Note that only the subordinate pairs of those surviving kQMjected using an error injection program [14]. This program
signal pairs need to be further checked in the second staggdomly selects a logic gate and then randomly scrambles its
The subordinate pairs of those false key signal pairs filterggith-table. Note that, similar to symbolic approaches, our ap-
out in the first stage are guaranteed not fix pairs. Usually, thgsach is based on the notion of resynthesis, and thus, is not re-
number of subordinate pairs that need to be checked in Wigicted to the types of errors introduced in the implementation.
second stage is very small as will be shown in Section V. Taple | shows the results of single-error diagnosis. The
program is run 20 times for each benchmark circuit; each of
C. Complexity Analysis them uses a different single-error implementation. In the pre-

In general, the number of errors introduced in the impldrocessing stage, we run random simulation until 32 erroneous
mentation is not known prior to the diagnosis process. TH&ctors are collected, or 16000 random patterns have been
complexity of the search for multiple-fix signals may growimulated. For very few cases, no erroneous vector is found
rapidly. For example, for a circuit that can only be fixedfter simulating 16 000 random patterns. For each of these
by resynthesizing at leagt signals, we may need to checkcases, our formal equivalence checker, AQUILA [10], success-
every set of signals with cardinality less than or equal f§lly proves that the error-injected implementation is actually
k. Also the complexity of each correctability check may gé“nctionally equivalent to the specification. Table | shows the
exponentially in terms of the cardinality of the candidate s@verage results for those real erroneous implementations. The
under consideration. Thus, the overall complexity of multipldh€aning of some columns are explained as follows.

error diagnosis in the worst case is 1) Number of Potential Fix SignalsThis is the number of
potential single-fix signals delivered by our program. On
Comln, 1) - O(2') 4+ Coml(n, 2) - O(2%) + - - average, our algorithm outputs 6.6 potential single-fix signals
+ Comb(n, k) - O(2") for ISCAS’85 benchmark circuits. Among these single-fix

signals, a signal that does not dominate any other single-fix
wheren is the number of signals in the implementatiOn and signals is even more likely to be the real location where the
Comh(n, k) represents the combination number of choosirgrror occurs. Although this heuristic is not always true in our
k signals fromn signals. In Section V, we will show the experiments, it is helpful in most cases in predicting the real
experimental results of diagnosing circuits injected with twerror sources among the reported potential single-fix signals.
random errors. However, in practice, the identification of theig. 7 shows the curve of the number of potential single-
multiple-fix signals may become too time-consuming for largiex signals versus the number of erroneous vector simulated
circuits with more than two errors. The approach proposed during the diagnosis process for a single-error implementation
[14], approximating each signal’s probability of being an errarf C6288.
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TABLE 1l
ReEsuLTs OF DIAGNOSING OPTIMIZED ISCAS’85 BENCHMARK CIRCUITS INJECTED WITH TwO ERRORS
o # signals # candidate pairs checked potential pis:‘;l:’e‘is' hit time (seconds)
circuit inC2 speedup fix pairs | bound ratio ndorT o
stagel | stage2 total simulation | simulation total
C432 175 1035 13 1048 14.5 4 2 100% 1 4 5
C499 410 4753 81 4834 173 12 4 100% 1 12 13
C880 292 3916 32 3948 10.8 6 2 100% 1 7 8
C1355 410 4753 36 4789 17.5 8 6 100% 1 S 7
C1908 357 4371 361 4732 13.4 56 12 100% 1 15 16
C2670 803 2701 135 2836 1135 20 3 100% 2 19 21
C3540 1189 20100 1176 21276 332 72 8 100% 3 134 137
Cs315 1248 34191 5 34196 22.8 2 2 100% 3 138 141
C6288 2339 | 264628 8 264632 103 4 3 100% 4 3240 3244
C7552 2187 41401 453 41494 57.6 9 3 100% 15 1153 1168
Average 941 38148 230 38378 21.1 19.3 4.5 100% 3 473 476

no.of '° —— — : This number is pessimistic because some single-fix signals
otential st circuit: optimized C6288 injected with one error. | . L. i
gmgle_ﬁx ot original number of signals: 2339 | may not dominate the injected error signal and, thus, could be
signals 7T ] ignored in this calculation.
M L ] 3) Hit Ratio: This indicates the probability that the injected
i error signal is included in the delivered set of potential fix
i e e e ] signals. Our program will not overlook the real error signal,
i s e s = #s 33 35 so the hit ratio is always 100%.
no. of erroncous vectors simulated 4) Suspect Ratio:This is ratio of the number of potential
Fig. 7. The curve of the accuracy versus the number of erroneous vectbi’s singles to the total number of signals @h. The average
that are fault simulated. obtained by our program is 1.06%, which means almost 99%
signals are disqualified as a single-fix signal.
mo.of [ 7559 5) CPU Time: The CPU time on 150 MHz Sparc20 con-
Psi‘:;t_'glx P f& , sists of the random simulation time and the fault simulation
signals ool j' | /-\ time. The random simulation time for generating 32 erroneous
as ) A f‘ \ I cess vectors (the average is 40 s) is a more dominating factor than
-l / f"\// '\\ / 75 ‘ the fault simulation time (the average is 8 s). For large circuits,
10t \\/ \ . \j \I,-’ A f\ the heuristic proposed in [14] can be used as a fast pass before
ju I S : i Elﬁ“ﬂ .- :;Q:::::D ErrorTracer to further reduce the CPU time.

Table Il shows the results of diagnosing circuits injected
with two random errors. Since this is a more time-consuming
Fig. 8. The number of potential single-fix signals for C6288 and C7553rocess, we only diagnose one erroneous implementation for
with single error. each benchmark circuit. Each of these erroneous implemen-

tation is proven not single-signal correctable by our program

Initially, every signal is regarded as a potential single-fi4.e., every signal is disqualified as a single-fix). Note that if an
signal, so there are totally 2339 candidates. Only simulatifigplementation is single-signal correctable, then the number
one erroneous vector, our approach narrows down the erefpotential double-fix pairs would be huge. For examplgf; if
region to only six signals. After simulating six erroneouss a single-fix, then the signal pdif, =), wherez is any signal
vectors, we precisely pin-point the location of the injecteith >, would be a double-fix pair. This leads to an even more
error. This curve indicates that our criterion for a signal to betsming-consuming double-error diagnosis process because our
potential single-fix signal is very stringent, and thus, is able false-candidate dropping technique is not effective for such
filter out most false candidates rapidly. In our experience, tisgases. Several columns of Table Il are discussed as follows.
numbers of potential single-fix signals for most cases saturatés) Number of Candidate Pairs Checkedhis is the total
quickly after simulating less than ten erroneous vectors. number of candidate pairs checked by two stages of fault

Fig. 8 shows the final numbers of potential single-fix signamulation. Usually the number of candidates in the second
after simulating 32 erroneous vectors for 20 single-error implstage is negligible compared to the one in the first stage. This
mentations of C6288 and C7552. It can be seen that, C7552nmber also implies the speedup factor by exploring the set
has a large variation from one erroneous implementation dominance relation. Consider C432 for example. The number
another. On the other hand, the potential single-fix signals @f signals inC; is 175, hence, the total number of candidate
C6288 are always small. This may indicate that C6288, agairs without using dominance relation(is75)(175—1)/2 =
16-b multiplier, is easier to diagnose. 15225. In our algorithm, the total number of candidate pairs is

2) Lower Bound: This is apessimistidower bound on the reduced to only1035 + 13 = 1048. Therefore, the dominance
total number of single-fix signals. It is obtained by countingelation reduces the number of candidate pairs that need to
the number of dominators of the injected error signal plus onghecked from 15225 to 1048, and the speedup is 14.5 times.

index of erroneous implementations
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.
LFEs] LEFsf Time-frame: 1 2 3
(a) (b) Inputs: vy v V3
Fig. 9. A correctable input sequenéeby resynthesizing a signal. (&) is States: N 92 a3

erroneous and (bE is no longer erroneous. . . .
(b 9 Fig. 10. An example of the iterative array model.

The average speed up factor for the entire set of benchm%rk
circuits is 21. '
7) Hit Ratio: This is also 100% for double-error diagnosis N the following discussion, we assume that beth and
using our program. C> have a known reset statp; and ¢;, respectively. The
8) Number of Potential Fix Pairs:This number is found to implementationC’; is represented by the iterative array model
be larger than the number of potential single-fix signals in tif$ shown in Fig. 10.
single-error implementations. The number of the copies of the combinational portion
9) CPU Time: In these cases, the CPU times are mostfuplicated in the time-frame expansion model equals the
dominated by the fault simulation times here. It is proportion#ngth of the input sequence under consideration. Consider
to the number of candidate pairs. C6288 is particularly tim@n erroneous input sequence with three input vectbrs:
consuming because a high percentage of its signals hdve, v2, vs}. SupposeE brings C» through a sequence of
multiple fanout branches, and thus, the dominance relati§ftes{qi, ¢z, g3}, whereq; is the initial state ofC>. Then

does not reduce the number of candidate pairs substantiallj/e¢ call (vi[g1) the pseudoinput vectofor the first time-
frame. Similarly, (v2|g2) and (vs|gs) are the pseudoinput

vectors for the second and the third time-frames, respectively.
VI. GENERALIZATION FOR SEQUENTIAL CIRCUITS Based on this model, it follows directly that if signglcan

In this section we extend the above idea to diagnosecgrreCt an erroneous input sequenke then there exists a

sequential circuit. First, we show the necessary and sufficidlit” ;‘unctlotr: of f such thaflt every primary output at tevcterg/
condition of whether an erroneous input sequence can e-frame becomes error free, (i.e., every primary output has

corrected by resynthesizing a particular signal. Then, € same response as their corresponding primary output of

discuss how to check this condition via fault simulation. The'* W't_h _res_pect to the input _sequenéie. We define a te_rrr_\
approach is then generalized for multiple errors. calledinjection before we derive the necessary and sufficient

condition of correcting an erroneous input sequence.
Definition 12—Injection: Given a signalf in Cs, at time-
A. Correctable Input Sequence frame injectionat f is a set of value assignments to the signal
Definition 11—Correctable Sequencén erroneous input f for the firstt time-frames. For examplel = {f®) = 0,
sequencek is called correctableby signal £ in C if there f® =0, f(® = 0} represents a three time-frame injection
exists a new function for signaf in terms of the primary that injects value “0” atf for all three time-frames, where the
inputs and the present state lines@f such thatE is not an superscript denotes the index of a time-frame.
erroneous sequence for the resulting new circuit (as illustrateddn injection defines a new circuit. The output responses
in Fig. 9). of the resulting new circuit are computed by treating the
Based on this definition, we assume that the errors oriljjected signal as an independent pseudo primary input line,
affect combinational logic. Similar to the combinational casetgking the injected value as the input. Since we can inject
we assume that an error source should be able to correct ewvaither “0” or “1” to a signal at each time-frame, there are
erroneous input sequence. Once a signal is found unable2todifferent combinations for & time-frame injection. The
correct any erroneous sequence, it can be excluded from thwmber of injections grows exponentially with the number
candidate list of potential error sources. It is worth mentioningf time-frames. Based on the above definition, we have the
that, for combinational circuits, if a signal can correct everfpllowing proposition.
erroneous input vector, then it is a single-fix signal. However, Proposition 6—Cure InjectionlLet £ be an erroneous in-
this statement is not true for sequential circuits. The reasput sequence witht input vectors,E = {vy,va, -, v:}. A
is as follows. For a combinational circuit, every erroneousignal f in C, can correct& only if there exists & time-
vector can be fixedhdependentlyi.e., the requirement to fix frame injection atf such thatZ is not an erroneous input
every erroneous vector can be satisfied at the same timesaguence for the resulting new circuit. (Such an injection is
shown earlier in Proposition 3. But for sequential circuit;alled acure injectionat f for E.)
some conflict may occur as deriving the fix function that Explanation: This proposition states that if there does
corrects every erroneous sequence, even though each of tim@texist a cure injection af, then there does not existrew
can be fixed individually. functionfor f to correct the erroneous input sequergebut

Necessary and Sufficient Condition
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Fig. 11. Unrealizable injection.
Fig. 12. Injection tree.

not vice versa. In other words, to correct an erroneous input

sequence, it is necessary to find a cure injection. Howeverti@e-frames to account for the fact that an injection may inject

cure injection is not sufficient to assure that the input sequerféiferent values at different time-frames.

is indeed correctable. This is due to a fact that, for every fix Theoretically, we need to enumerate every possitile

function at, there always exists a cure injection. Converseljpjections in the worst case to find a cure injection, or to

not every cure injection can be realized by a function. conclude that there does exist one. However, like most branch-
Given a fix function atf that can correct an erroneoufnd-bound procedures, some criterion can be used to cut down

input sequences, the corresponding cure injection can béhe search space. In our application, the search space can be

derived as follows: Let the response ¢fwith respect to represented as a binary injection tree shown in Fig. 12.
E in the resulting new circuit iy, s, ..., o}, where The meaning of this tree is explained as follows: 1) Each

a;,i < i < t,is a binary value. Thew = {f() = «,, node corresponds to a resulting circuit with a partial injection
@ =ay, ..., fO = a,} is a cure injection. On the other(i-e., t' time-frame injection where’ < ¢). The root node
hand, there exists some injection that is not realizable. Fig. fig¢vel 0) corresponds to the original implementatich. 2)
shows an example. The level of each node corresponds to the current time-frame
In this example, the pseudoinput vectors for the first aging considered for value injection. 3) The upper (lower)
second time-frames are the san(@}000). But the injected Pranch of each node represents injecting value “0” (*1”) to the
values atf for these two time frames are different (“0” andsignal under consideration in the current time-frame and 4) a
“1,” respectively). A function realizing this injection needs td®ath from the root node to a leaf node represents a complete
map the same pseudoinput vect(®]000), to “0” and “1” at * time-frame injection.
the same time, which is impossible. It follows that there doesBased on this injection tree, it follows that if a node’s cor-
not exist a new function fof in terms of primary inputs and responding partiat’ time-frame injection cannot produce the
present state lines to realize this injection. Whether an injecti6Arrect responses for the firsttime-frames, then the subtree
is realizable or not can be checked easily by simulating ti®éthis node need not be explored. This simple bounding crite-
input vector for the resulting circuit with the injection. Afterfion is useful to speed up the search for a cure injection. Once a
collecting the sequence of states encountered in the resultfitje injection is found, the pseudoinput vectors of the resulting
circuit, the pseudoinput vector for each time-frame and t#¢&'Cuit with respect to this injection can be derived. The real-
injected value can then be derived. If no conflict exists, thégability check can then be followed to determine if the erro-

the injection is realizable. neous input sequence is indeed correctable by the target signal.
Proposition 7—Necessary and Sufficient Conditidret £~

be an erroneous input sequence witinput vectors,E' = D, Diagnosing Multiple Errors

{v1, v2, ..., v }. A signal f in Cs can correctZ if and only

For diagnosing circuits with multiple errors, our algorithm
searches for multiple signals that can jointly correct every
generated erroneous input sequence. Fig. 13 shows an
example of a three time-frame injection defined over a
C. Correctability Check via Fault Simulation set of signals{f, g}. Similar to the case of single-error

Based on the above proposition, we can determine if giagnosis, if this injection is a realizable cure injection for
erroneous input sequence is correctable by a signal by a tWee applied erroneous sequenge= {(0), (0), (0)}, then E
step checking: 1) check if there exists a cure injection ar@l correctable by this set of signals. Again, this condition can
2) check if it is realizable. Given an injection, determininde checked primarily via a modified fault simulation process.
whether it is a cure injection can be done via a modifiegiven a set oft signals,s, and an erroneous input sequence
sequential fault simulation process. Traditionally, sequentiith ¢ input vectors, £, the worst case complexity of
fault simulation assumes that the target signal is stuck at teciding if £ can correcto is proportional to the number of
same binary value for every time-frame. In our application, weossible injections. There ag¥ possible value combinations
need to modify the fault simulation algorithm, so that a sign#®r each time-frame and, thus, the total number of possible
is allowed to be stuck at different binary values at differerfttime-frame injections defined over is 2(k*).

if there exists aealizable t time-frame cure injection.
Proof: As described above.
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TABLE I
REsuLTS OF DIAGNOSING OPTIMIZED ISCAS’89 BENCHMARK CIRcUITS INJECTED WITH ONE ERROR
o # signals E-length | # potential | Pessimistic | ;. time (seconds)
circuit inC2 (min.) fix signals égl\;l:(li error? random fault_ total
s298 65 10 3 2 Yes 36 13 49
s344 102 4 4 2 Yes 1 12 13
s349 101 3 2 1 Yes 1 10 11
5386 60 1 1 1 Yes 1 2 3
s510 146 5 7 4 Yes 1 12 13
s641 109 1 2 2 Yes 1 1 2
s713 112 1 2 2 Yes 1 5 6
s820 171 S 7 3 Yes 9 12 21
s832 174 2 2 2 Yes 1 8 9
s1196 327 1 6 5 Yes 1 13 14
51238 348 1 1 1 Yes 1 8 9
s1488 387 7 18 2 Yes 205 40 245
s1494 375 2 1 2 Yes 2 27 29
51423 422 10 42 2 Yes 209 1020 1229
s5378 920 2 3 2 Yes 13 53 66
$9234 1075 6 6 2 Yes 38 1050 1089
513207 1325 2 4 2 Yes 11 205 216
Average 631 37 7.1 2.2 Yes 31 146 178

Intractable circuits:
(1) s208, s400, s444: due to long erroneous sequences.
(2) 515850, s35932, 538417, s38584: due to difficulty of generating erroneous sequences.

% < 0° ] 10 T
no. of potential ]
fix signals ;

PO’s PO's ' o s1196

L. D=1 s5378
=0 ° e l ’
— S ! y
10° E 10 15 20 25 30 s
Time-frame: 1 2 3 no. of erroneous sequence simulated

Fig. 13. A three-time-frame injection defined over a set of sigiidlsy}. Fig. 14. The number of potential single-fix signals versus the number of

fault simulated erroneous input sequences.

VII. EXPERIMENTAL RESULTS OF SEQUENTIAL DIAGNOSIS

Our experiments of sequential diagnosis are perform&e number of potential single-fix signals produced by our
on ISCAS'89 sequential benchmark circuits. The erroneoR§0gram is 7.1 for those ISCAS'89 benchmark circuits listed
implementations are generated as in the combinational cad@sfable Ill. The curves of the number of potential single-
For sequential diagnosis, our algorithm does not require tf% Signals versus the number of simulated erroneous input
knowledge of the number of FF’s or the state encoding of t§€quences for s1196 and s5378 are shown in Fig. 14. It is

specification. Only the input/output functional behavior of thé€ry common in our experience that only a small number
specification is needed. of erroneous input sequences are enough to drop most false

single-fix candidates. Again, our algorithm will not overlook
the real injected error signal. Our program fails on seven cir-
cuits: s208, s400, s444, s15850, s35932, s38417, and s38584.
Table Il shows the results of single-error diagnosis. IThe reasons will be discussed later. [3)wer Bound There
the preprocessing stage, we run random simulation to collgsta pessimistidower bound on the total number of single-fix
erroneous input sequences. We set ten as the maximum limitsgghals. It is obtained by counting the number of dominators
the length of the sequences. The random simulation terminaggshe injected error signal plus one. For ISCAS'89 benchmark
when 32 erroneous input sequences have been collectedcisuits listed in Table Ill, the average is 2.2.
32000 sequences have been simulated. The meanings of some
columns are as follows.
1) E-length (min): The minimal length of the erroneous
input sequences found in our preprocessing step. Table IV shows the results of diagnosing implementation
2) Number of Potential Fix SignalsThe number of po- injected with two random errors. Our program first searches
tential single-fix signals delivered by our program. On averagier single-fix signals. If there does not exist such signals, then

A. Results of Diagnosing Single-Error Circuits

B. Results of Diagnosing Double-Error Circuits
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TABLE IV
ReEsuLTs OF DIAGNOSING OPTIMIZED ISCAS’89 BENCHMARK CIRCUITS INJECTED WITH TwO ERRORS

crowit | #5822 | E-length| # potential | # potential | PeSsimist it fime (ssconds)

in C2 (min) | single-fix | double-fix bovnd error’ ;%n :t\l%n . iuflﬂlﬂattion total
s298 65 2 0 36 4 Yes 1 212 213
s344 102 3 0 16 6 Yes 1 611 612
s349 101 2 0 16 6 Yes 1 60 61
$386 60 1 3 - - - 2 42 44
s510 146 1 0 5 2 Yes 1 100 101
s641 109 1 0 15 6 Yes 1 60 61
s713 112 1 0 6 4 Yes 1 26 27
s820 171 2 1 - - - 1 10 11
s832 174 2. 3 - - - 4 6 10
s1196 327 2 0 10 3 Yes 1 86 87
51238 348 3 0 10 4 Yes 1 156 157
s1488 387 1 0 2 1 Yes 1 268 269
s1494 375 2 0 18 1 Yes 2 312 314
si423 422 3 5 - - - 7 109 116
s5378 920 1 0 14 4 Yes 10 3873 3883

we search for signal pairs that can jointly correct the imple-2) High Complexity for Long Erroneous Input Sequences:
mentation. Among the 15 circuits in Table IV, four of them aréf the errors occur in a highly sequential module (e.g., a
classified as single-signal correctable. For these circuits, theminter) and cannot be detected by any input sequence with
exists signals that can fix every erroneous sequence. But it magsonable length (e.g., 30 vectors), then our approach may
not guarantee that implementations andeed single-signal become too time-consuming. For s208, s400, and s444, our
correctable because we do not exhaustively simulate eveproach fails due to this reason. To address this problem, new
erroneous sequence. On the other hand, the other 11 are prdeehniques are under development to deal with long erroneous
not single-signal correctable by our program (the number @fput sequences for circuits that are manageable by BDD
potential single-fix signals is zero). For these circuits, wechniques.

report the number of the potential double-fix pairs. The run3) Difficulty for Circuits with Larger Number of Errorsin

time is longer than the case of diagnosing single error due pactice, the complexity of diagnosing circuits with more than
the rapid growth of the number of candidate signal pairs atdo errors is prohibitively high. Some heuristics are under
the number of possible injections that need to be checked fovestigation to estimate each signal's error probability and
correctability. help the designer to locate one error at a time.

C. Future Work

Based on this approach, there are several issues that need
to be further addressed in the future. We present a new approach to design error diagnosis. Our

1) Erroneous Input Sequence Generatidror combina- algorithm searches for the potential error sources that are most
tional circuits, random simulation [15] or advanced automatlikely responsible for the incorrectness of the implementation.
test pattern generation (ATPG) based techniques [2] haWalike symbolic approaches, we do not rely on BDD to search
provided satisfactory solutions to generate erroneous vectfos such signals. Instead, we prove that fault simulation can
even for fairly large circuits. However, these techniques mayecisely decide if a signal can be held responsible for a par-
not be adequate to generate erroneous input sequencestiorar erroneous vector. This formulation allows us to exclude
some sequential designs. Random simulation cannot find angst signals from being potential error sources efficiently
erroneous input sequences for single-error circuits s158%, performing fault simulation with a number of erroneous
35932, s38417, and s38584 in our experiments. For théseut vectors. In order to speed up the process, we further
large designs, if manually crafted functional sequences gmpose a two-stage algorithm that can take advantage of
available for simulation-based design validation, then mate topological dominance relation between signals. Compared
design errors are likely to be exposed and the erronedwosother simulation-based approaches, our algorithm has two
sequences can be generated as a by-product. In that cadegantages. First, it is more accurate because it is based on a
our approach is then applicable. Another possible solutiomore stringent condition for identifying potential error sources.
to this problem is to explore the FF correspondence &econd, it can be generalized to multiple errors. We also show
internal structural similarity between the specification andow to generalize this idea to sequential diagnosis. Although
the implementation. If a large number of corresponding FFtee complexity of this generalization may still be high for
exists, then the sequentiality of the circuit can be reduced byme cases, it can serve as a basis for future improvement.
treating the inputs (outputs) of some FF's as pseudoprimaFjie experimental results of diagnosing ISCAS benchmark
outputs (inputs). In this way, the difficulty of generatingircuits injected with one or two random errors are presented
erroneous input sequences can be reduced. to demonstrate its effectiveness.

VIIl. CONCLUSION
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